
Konstantinos Meichanetzidis

Quantinuum
Cambridge Quantum

NLP Meetup Jan 2021

QNLP

AI

NLP QC



Featuring

Alexis Toumi
Giovanni de Felice
Anna Pearson
Robin Lorenz
Richie Yeung
Ian Fan

and

Dimitri Kartsaklis
Stephen Clark
Bob Coecke

plus

Douglas Brown
Carys Harvey
Richard Wolf



NLP ⊆ AI
“The limits of my language mean the limits of my world“
- Ludwig Wittgenstein

“Language faculty is what separates us from other species”
- Noam Chomsky

“NLP is AI-hard” 
Turing test : verify intelligent behaviour via language!



NLP : applications

• Dialogue

• Text mining

• Translation

• Text  → Speech

• Language generation

• Classification

• Bioinformatics

• Literature and art



NLP : state of the art

Human Brain: 200 billion neurons, 125 trillion synapses (just in the cerebral cortex).
New larger language models with 100 trillion parameters.

GPT-3

“but”:



A Structural Approach

Untapped potential in formal, rigorous, structural, hybrid approaches:
old-school (symbolic) with new-school methods (distributional)
plus ideas from neuroscience and cognitive science.

“What is the mechanics of meaning?”

Focus on alternative models rather than brute compute.



Enter the DisCo

Input:
word meanings

Process:
grammar that
composes them

Output:
sentence meaning

Categorical Compositional Distributional
(DisCoCat) model of meaning

Bob Coecke
Mehrnoosh Sadrzadeh
Steve Clark
[1003.4394]Steve Bob



String diagrams



Meaning flow as string diagrams





Reinterpret the String Diagram

String Diagram

Tensor Network:
runs on CPU

Quantum Circuit:
runs on QPU
with the help of a
quantum compiler (tket)



Reinterpret the String Diagram
as a quantum circuit: Define a Functor



Choices of Quantum
Circuit Ansaetze



Open-source
Apache 2.0 license[2110.04236]

https://github.com/CQCL/lambeq

Online demo: 
https://qnlp.cambridgequantum.com
/generate.html



middleware string diagramssyntax & grammar

[EPTCS 333, 2021, pp. 183-197]

Pipeline

λambeq enables the automatic deployment of
large-scale compositional language models on quantum computers

[2105.07720]



Example:
sentence classification



Tasks
Truth value: 𝑞𝑛 = 1, 𝑞𝑠 = 0
Diagram is a scalar

False:
(Juliet kills Romeo who dies, 0)
(Romeo kills Juliet, 0)
(Romeo who kills Juliet dies, 0)
…

True:
(Juliet dies, 1)
(Romeo who dies loves Juliet, 1)
(Romeo who kills Romeo dies, 1)
…

Topic: 𝑞𝑛 = 1, 𝑞𝑠 = 1
Diagram is a state

Cooking:
(Skilful man prepares sauce, 0)
(Woman cooks tasty meal , 0)
(Skilful person prepares meal, 0)
…

Technology:
(Skilful woman debugs program , 1)
(Man prepares useful application, 1)
(Person debugs useful software, 1)
…

Notes:

Intra-sentence correlations are ‘quantum’: due to grammar
Inter-sentence correlations are ‘classical’: due to shared words



False:
(Juliet kills Romeo who dies, 0)
(Romeo kills Juliet, 0)
(Romeo who kills Juliet dies, 0)
…
True:
(Juliet dies, 1)
(Romeo who dies loves Juliet, 1)
(Romeo who kills Romeo dies, 1)
…

Classical Simulation



Classical Simulation

Cooking:
(Skilful man prepares sauce, 0)
(Woman cooks tasty meal , 0)
(Skilful person prepares meal, 0)
…
Technology:
(Skilful woman debugs program , 1)
(Man prepares useful application, 1)
(Person debugs useful software, 1)
…



[2012.03756]
[2102.12846]

Truth Value Topic

Ibmq_bogota
And system H1

Quantum Runs on IBM

Ibmq_montreal



Quantum Runs on H1

Same topic classification task.

Train classically,
not even considering noise.

Then Test on H1.

Acc 97%.

[ https://www.quantinuum.com/pressrelease/demonstrating-benefits-of-quantum-upgradable-design-
strategy-system-model-h1-2-first-to-prove-2-048-quantum-volume ]

https://www.quantinuum.com/pressrelease/demonstrating-benefits-of-quantum-upgradable-design-strategy-system-model-h1-2-first-to-prove-2-048-quantum-volume


Future

Other grammar reductions instead of pregroups
Ex. Trees:

[1810.03787]

By staying in CCG land,
we can define Syntax-informed QCNNs
by giving PQC ansaetze
to the 2-to-1 boxes in the tree



Future

benchmark more baselines:
key question is
“what does grammar really buy you?”

what’s the quantum version of
attention?

language generation



Future

DisCoCirc: sentence composition;
Bob Coecke: “get quadvantage a la quantum simulation”.
So IF this model works well for some tasks, one would need a QC to run it.

Circuit from composition
of three sentences:

`Humans understand language,
humans quickly build robots,

robots generate language’.




